1. 逻辑回归估计参数时的目标函数 (就是极大似然估计那部分)(三次)，

逻辑回归本质上就是先进行线性回归然后进行Logsitic函数进行非线性转换，至于所以用logistic而不用其它，是因为这种归一化的方法往往比较合理（人家都说自己叫logistic了嘛 呵呵），能够打压过大和过小的结果（往往是噪音），以保证主流的结果不至于被忽视

最大似然估计提供了一种给定观察数据来评估模型参数的方法，即：“模型已定，参数未知”

最大似然估计中采样需满足一个很重要的假设，就是所有的采样都是独立同分布的。下面我们具体描述一下最大似然估计：
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　　在实际应用中常用的是两边取对数，得到公式如下：
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　　其中![IMG_261](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKMAAAAhCAIAAAA6dowEAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEFklEQVRoge1bvZaqMBCe3GeB47HYBwhvgMfCynLL0EKxpZWlBWmlvKUVxR7yBvIAFh4PeRduEVxBkoD8CHvh6zY/wyRfMjOZcVGapjBjAvgztAIz3oSZ6algZnoqmJmeCmamp4KZ6amgzDRzEELIonwAbTi1Wn247fzfijrrLjDNqYXQKuhQBXFsClCpxByEzOvu7Bq1pDmsQzV/Owz3vLuaFdczfUbiYwDAflLqaYqIiE9pZEak4pOJj3MjhI4kkozqUvFfhsTHsk3J8A6mKyVGRKNh1v80QNKUTp3pVLuTb4jI+PcpBsDbtcIsM2cVYP/LVk2n1ioAEh3LAy63CfpkLewvHwcrqWfrn+kKojndB0B2Ku/M6acXg+YgzCjAWG8xBHuJw67HdD4e59R6JSiqIJodvBjw0lRMpp9eDJKDwMKmcaNQPx+7ZHHeOEK81uoZ6y2G2DuUh5fs+ZNXFX8CAAD2Ix9nPXW9ecU4EaypfLTolUzOlHrRT+eWcp9bWN3ADr4r9RR7Wi8iu38x11qP6opR+u57zK5Cw9j7cUwiMjy/JbRWT7Gp9ay3sfgAAOz/fVhR0VQBYbrhY6HwwslV0y0stGSt2Qkgm2a+23B3BACCFdovE93zfRi0Vk8wE1+TYnPLiKwkr4CM6GaUZESXHXzmo5sSDQD2hsDTwR0T+lGvz9i7FdH8dgGQ3HdO9+Kqt4nG7Q0BiE/fI32k9aJen0wL29zw7onJpaicHby4/XkXZmG0VPeiXo9MC32lRHNKGQCAucSgTYA8XWlxodvyzOltk/i47Hs4tQYq7RS1UKhXd/7tApI70hvTmZWVEc0c87qwAZTBA4D0EIjXNYnaRVGcHmBtG+stBghC8exklHLmINOLWwjuBir16ktQhLn1mM6c5gsQVrZ8sji10Cr44V8EH7JLLULQhwVjDjI98JNUkhWto48j8hHM+YQv18gyDBCEDJiDwoVr2Efpu+5ePytmLrL0Uc4A1GiRi6qpXu2VCq4kN0z2lrsD+4m07WlDJLUHLQoPp2KRSvq0LE/SPCUV4+5a5XS9S881SV6wj+Xkl5nNLeUXtC1yUXXVyyVEIqLZEFVZsJw5eTsqK5b10baWpclVRERXbXvxKw1FRQT7SUSyrIpUiLpyOYJfF9nHiEgTtWMCCy+q5PzbRLHwsoVDuEmPNgsDabGAHbxYWvYDSd57ECQ/CfW2Ynq50xHpLGvaXFSuJC9fp/6XCCO40wAAhntOtidzJAWlHERYFW46yJq2FMXCAPvJ0QYA/n2C59whc5DpfUTqgHUkTAOA4Z7TZLkf/j1bgOGe07RhvN+pKH673DPDZaI5tfbLpEJ4I0PyPyIX6HcWe3WHvL1WFnO1QOn8v5bTwHis94x+MTM9FfwDZ27acj1yMIQAAAAASUVORK5CYII=)称为对数似然，而![IMG_262](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAbCAIAAAD+o0jIAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABC0lEQVQ4jdWUPW4CMRCFn6McZRFKwQGGG0SiSLVlSm9LipyCYtzSpqTaAo1vkBwgFbLvMikCLODxClKFaT2f5uc9D9QK8QAAeDGfVWFDxCkxAcTpSiwxHYuIrxS8xBL78wLiLdCpKm6Phz8w/wzLYe6cc128BYvd5G0mqoK+4Ew195rtRUvMlxrUMPGDRUQK5WzszFgGpeZsebv5ArWLBkAOOzyXKZUGD14UNs1sVMu7b4CeJgBi10+XjdXQyFy2i1VV9dFUjNoFwrx/+VzXNDUnI6LaB/2NAktM8JzGmHIlOaw2AKaNuYchTrHYuVe8f7R0mhBDyKOzHdwwHJPEdOUtOaYD9bt1J7fkBy+nl2aWf9+IAAAAAElFTkSuQmCC)称为平均对数似然。而我们平时所称的最大似然为最大的对数平均似然，即：
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**逻辑回归的特征为什么先要进行离散化**：

在工业界，很少直接将连续值作为特征喂给逻辑回归模型，而是将连续特征离散化为一系列0、1特征交给逻辑回归模型，这样做的优势有以下几点：

1. 稀疏向量内积乘法运算速度快，计算结果方便存储，容易scalable（扩展）。

2. 离散化后的特征对异常数据有很强的鲁棒性：比如一个特征是年龄>30是1，否则0。如果特征没有离散化，一个异常数据“年龄300岁”会给模型造成很大的干扰。

3. 逻辑回归属于广义线性模型，表达能力受限；单变量离散化为N个后，每个变量有单独的权重，相当于为模型引入了非线性，能够提升模型表达能力，加大拟合。

4. 离散化后可以进行特征交叉，由M+N个变量变为M\*N个变量，进一步引入非线性，提升表达能力。

5. 特征离散化后，模型会更稳定，比如如果对用户年龄离散化，20-30作为一个区间，不会因为一个用户年龄长了一岁就变成一个完全不同的人。当然处于区间相邻处的样本会刚好相反，所以怎么划分区间是门学问。

李沐少帅指出，模型是使用离散特征还是连续特征，其实是一个“海量离散特征+简单模型” 同 “少量连续特征+复杂模型”的权衡。既可以离散化用线性模型，也可以用连续特征加深度学习。就看是喜欢折腾特征还是折腾模型了。通常来说，前者容易，而且可以n个人一起并行做，有成功经验；后者目前看很赞，能走多远还须拭目以待。

大概的理解：

1）计算简单

2）简化模型

3）增强模型的泛化能力，不易受噪声的影响

1. 翻转二叉树 写代码

（3）逻辑回归估计参数时的目标函数 如果加上一个先验的服从高斯分布的假设，会是什么样  （其实就是在后面乘一个东西，取log后就变成加一个东西，实际就变成一个正则项）

先验概率分布乘以似然函数为后验概率分布，L2范数相当于加入了一个Gaussian先验。

（4）SVM在哪个地方引入的核函数

SVM在当数据不是线性的时候，或者在低维不可分的时候需要把它转化到更高维的线性可分，但是在高维空间的时候就会出现所谓的维数灾难，计算复杂量大，这时候就需要核函数，通过内积运算使得在低维空间到达与在高维空间一样的效果。这样节省计算量。

（5）如果用高斯核可以升到多少维  （无限维）

（6）什么是贝叶斯估计

极大似然估计和贝叶斯估计分别代表了频率派和贝叶斯派的观点。频率派认为，参数是客观存在的，只是未知而矣。因此，频率派最关心极大似然函数，只要参数求出来了，给定自变量X，Y也就固定了，极大似然估计如下所示:
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D表示训练数据集，![IMG_257](data:image/gif;base64,R0lGODlhCQAMAOMAAP///wAAAJiYmIiIiMzMzKqqqtzc3DIyMrq6ulRUVCIiIhAQEERERHZ2du7u7mZmZiH5BAEAAAAALAAAAAAJAAwAAAQ3EEggxiATjALMmUgyBZOCdSSAfJKwSMzRzAq7nMDSAE4KEAHH7yV5iHgKiWNhmBATiEzBEp1EAAA7)是模型参数

相反的，贝叶斯派认为参数也是随机的，和一般随机变量没有本质区别，正是因为参数不能固定，当给定一个输入x后，我们不能用一个确定的y表示输出结果，必须用一个概率的方式表达出来，所以贝叶斯学派的预测值是一个期望值，如下所示：
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其中x表示输入，y表示输出，D表示训练数据集，![IMG_259](data:image/gif;base64,R0lGODlhCQAMAOMAAP///wAAAJiYmIiIiMzMzKqqqtzc3DIyMrq6ulRUVCIiIhAQEERERHZ2du7u7mZmZiH5BAEAAAAALAAAAAAJAAwAAAQ3EEggxiATjALMmUgyBZOCdSSAfJKwSMzRzAq7nMDSAE4KEAHH7yV5iHgKiWNhmBATiEzBEp1EAAA7)是模型参数
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可惜的是，上面的后验概率通常是很难计算的，因为要对所有的参数进行积分，不能找到一个典型的闭合解（解析解）。在这种情况下，我们采用了一种近似的方法求后验概率，这就是最大后验概率。
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最大后验概率和极大似然估计很像，只是多了一项先验分布，它体现了贝叶斯认为参数也是随机变量的观点，在实际运算中通常通过超参数给出先验分布。

从以上可以看出，一方面，极大似然估计和最大后验概率都是参数的点估计。在频率学派中，参数固定了，预测值也就固定了。最大后验概率是贝叶斯学派的一种近似手段，因为完全贝叶斯估计不一定可行。另一方面，最大后验概率可以看作是对先验和MLE的一种折衷，如果数据量足够大，最大后验概率和最大似然估计趋向于一致，如果数据为0,最大后验仅由先验决定。

1. k折交叉验证 中k取值多少有什么关系 （知道bias和variance吗？估计是和这两个东西有关，  知乎上有个问题讨论了k值大小与bias和variance的关系）

首先 Error = Bias + Variance+Noise  
Error反映的是整个模型的准确度，Bias反映的是模型在样本上的输出与真实值之间的误差，即模型本身的精准度，Variance反映的是模型每一次输出结果与模型输出期望之间的误差，即模型的稳定性。Bias大，欠拟合，Variance大，过拟合

举一个例子，一次打靶实验，目标是为了打到10环，但是实际上只打到了7环，那么这里面的Error就是3。具体分析打到7环的原因，可能有两方面：一是瞄准出了问题，比如实际上射击瞄准的是9环而不是10环；二是枪本身的稳定性有问题，虽然瞄准的是9环，但是只打到了7环。那么在上面一次射击实验中，Bias就是1,反应的是模型期望与真实目标的差距，而在这次试验中，由于Variance所带来的误差就是2，即虽然瞄准的是9环，但由于本身模型缺乏稳定性，造成了实际结果与模型期望之间的差距。

在一个实际系统中，Bias与Variance往往是不能兼得的。如果要降低模型的Bias，就一定程度上会提高模型的Variance，反之亦然。造成这种现象的根本原因是，我们总是希望试图用有限训练样本去估计无限的真实数据。当我们更加相信这些数据的真实性，而忽视对模型的先验知识，就会尽量保证模型在训练样本上的准确度，这样可以减少模型的Bias。但是，这样学习到的模型，很可能会失去一定的泛化能力，从而造成过拟合，降低模型在真实数据上的表现，增加模型的不确定性。相反，如果更加相信我们对于模型的先验知识，在学习模型的过程中对模型增加更多的限制，就可以降低模型的variance，提高模型的稳定性，但也会使模型的Bias增大。Bias与Variance两者之间的trade-off是机器学习的基本主题之一，机会可以在各种机器模型中发现它的影子。

具体到K-fold Cross Validation的场景，其实是很好的理解的。首先看Variance的变化，还是举打靶的例子。假设我把抢瞄准在10环，虽然每一次射击都有偏差，但是这个偏差的方向是随机的，也就是有可能向上，也有可能向下。那么试验次数越多，应该上下的次数越接近，那么我们把所有射击的目标取一个平均值，也应该离中心更加接近。更加微观的分析，模型的预测值与期望产生较大偏差，在模型固定的情况下，原因还是出在数据上，比如说产生了某一些异常点。在最极端情况下，我们假设只有一个点是异常的，如果只训练一个模型，那么这个点会对整个模型带来影响，使得学习出的模型具有很大的variance。但是如果采用k-fold Cross Validation进行训练，只有1个模型会受到这个异常数据的影响，而其余k-1个模型都是正常的。在平均之后，这个异常数据的影响就大大减少了。相比之下，模型的bias是可以直接建模的，只需要保证模型在训练样本上训练误差最小就可以保证bias比较小，而要达到这个目的，就必须是用所有数据一起训练，才能达到模型的最优解。因此，k-fold Cross Validation的目标函数破坏了前面的情形，所以模型的Bias必然要会增大。

所以K折交叉验证，初始采样分割成K个子样本，一个单独的子样本被保留作为验证模型的数据，其他K-1个样本用来训练。交叉验证重复K次，每个[子样本](https://link.zhihu.com/?target=http://baike.baidu.com/view/1377649.htm" \t "https://www.zhihu.com/question/_blank)验证一次，平均K次的结果或者使用其它结合方式，最终得到一个单一估测。

当K值大的时候， 我们会有更少的Bias(偏差), 更多的Variance。  
当K值小的时候， 我们会有更多的Bias(偏差), 更少的Variance。

（8）过拟合了怎么办

（9）设计一个结构存取稀疏矩阵  （面试官最后告诉我了一个极度压缩的存法，相同行或列存偏差，我当时没听懂，还不懂装懂，最后还是没记住）

（10）平衡二叉树是什么

（11）系统设计题，给一个query，如何快速从10亿个query中找出和它最相似的 （面试官说可以对每个query找1000个最相似的，存起来，每天离线更新）

（12）编程题 给了一个链表，第1个结点标号为1，把链表中标号在M到N区间的部分反转  （见文档单链表的部分反转）

1. 编程题 在一个字符串中，找出最长的无重复字符的子串 （这个问题还是有难度的，我碰巧想到了用hash，但没想到完整解法，用hash的解法复杂度在O(N^2)，在网上查了下，好像还有更快解法）

例如，在"abcabcbb"中，其无重复字符的最长子字符串是"abc"，其长度为 3。

对于，"bbbbb"，其无重复字符的最长子字符串为"b"，长度为1。

O(n) 时间

#### 分析：遍历该字符串，每遍历一个字母时，利用map去找该字母最近一次出现是什么时候，中间这一段便是无重复字符的字符串。

代码：

1. **class** Solution {
2. **public**:
3. /\*\*
4. \* @param s: a string
5. \* @return: an integer
6. \*/
7. **int** lengthOfLongestSubstring(string s) {
8. // write your code here
9. **int** ret = 0;
10. map<**char**, **int**> m;
11. **int** start = 1;
12. **for** (**int** i = 1; i <= s.length(); i++)
13. {
14. **char** c = s[i - 1];
15. **if** (m[c] >= start)
16. {
17. start = m[c] + 1;
18. m[c] = i;
20. }
21. **else**
22. {
23. m[c] = i;
24. ret = max(ret, i - start + 1);
25. }
27. }
28. **return** ret;
29. }
30. };

（14）逻辑回归的值表示概率吗？（值越大可能性越高，但不能说是概率）

Logistic regression （逻辑回归）是当前业界比较常用的**[机器学习](http://lib.csdn.net/base/2" \o "机器学习知识库" \t "http://blog.csdn.net/suranxu007/article/details/_blank)**方法，用于估计某种事物的可能性。比如某用户购买某商品的可能性，某病人患有某种疾病的可能性，以及某广告被用户点击的可能性等。（注意这里是：“可能性”，而非数学上的“概率”，logisitc回归的结果并非数学定义中的概率值，不可以直接当做概率值来用。该结果往往用于和其他特征值加权求和，而非直接相乘）

**Logistic Regression的适用性**

1） 可用于概率预测，也可用于分类。

       并不是所有的机器学习方法都可以做可能性概率预测（比如SVM就不行，它只能得到1或者-1）。可能性预测的好处是结果又可比性：比如我们得到不同广告被点击的可能性后，就可以展现点击可能性最大的N个。这样以来，哪怕得到的可能性都很高，或者可能性都很低，我们都能取最优的topN。当用于分类问题时，仅需要设定一个阈值即可，可能性高于阈值是一类，低于阈值是另一类。

2） 仅能用于线性问题

       只有在feature和target是线性关系时，才能用Logistic Regression（不像SVM那样可以应对非线性问题）。这有两点指导意义，一方面当预先知道模型非线性时，果断不使用Logistic Regression； 另一方面，在使用Logistic Regression时注意选择和target呈线性关系的feature。

3）各feature之间不需要满足条件独立假设，但各个feature的贡献是独立计算的。

       逻辑回归不像朴素贝叶斯一样需要满足条件独立假设（因为它没有求后验概率）。但每个feature的贡献是独立计算的，即LR是不会自动帮你combine 不同的features产生新feature的 (时刻不能抱有这种幻想，那是决策树,LSA, pLSA, LDA或者你自己要干的事情)。举个例子，如果你需要TF\*IDF这样的feature，就必须明确的给出来，若仅仅分别给出两维 TF 和 IDF 是不够的，那样只会得到类似 a\*TF + b\*IDF 的结果，而不会有 c\*TF\*IDF 的效果。

（15）分类模型和回归模型的区别

**分类问题**和**回归问题**都要根据训练样本找到一个**实值函数g(x)**.  
**回归问题**是: 给定一个新的模式, 根据训练集推断它所对应的**输出y(实数)**是多少, 也就是使用**y=g(x)**来推断任一输入x所对应的输出值.  
**分类问题**是: 给定一个新的模式, 根据训练集推断它所对应的**类别(如: +1, -1)**, 也就是使用**y=sign(g(x))**来推断任一输入x所对应的类别.  
综上, 回归问题和分类问题的**本质一样**, 不同仅在于他们的输出的**取值范围不同**.  
分类问题中, 输出只允许取离散的几个值; 而在回归问题中, 输出可取任意实数. 分类一般针对**离散型结果**而言的, 回归是针对**连续型结果**的. 本质上是一样的.

## 1.回归问题的应用场景

回归问题通常是用来预测一个值，如预测房价、未来的天气情况等等，例如一个产品的实际价格为500元，通过回归分析预测值为499元，我们认为这是一个比较好的回归分析。一个比较常见的回归算法是线性回归算法（LR）。另外，回归分析用在神经网络上，其最上层是不需要加上softmax函数的，而是直接对前一层累加即可。回归是对真实值的一种逼近预测。

## 2.分类问题的应用场景

分类问题是用于将事物打上一个标签，通常结果为离散值。例如判断一幅图片上的动物是一只猫还是一只狗，分类通常是建立在回归之上，分类的最后一层通常要使用softmax函数进行判断其所属类别。分类并没有逼近的概念，最终正确结果只有一个，错误的就是错误的，不会有相近的概念。最常见的分类方法是逻辑回归，或者叫逻辑分类。

（16）分类模型可以做回归分析吗？反过来可以吗？（我回答是分类不可以做回归，回归倒是可以做分类，不知道对不对）

(17设计一个合理的电梯调度策略，调度两个电梯 ，考虑满足基本的接送需求，满足能耗最小，满足用户等待时间最短

（难到我了，我想的方法不好，面试告诉我了他的想法，类似于一个进程调度问题，每一时刻只可能有一个用户按按钮，把这条指令接收，判断当前电梯能否满足，能满足就执行，不能满足则放入一个队列里，实际情况还要细化）

(18)常用排序算法的时间和空间复杂度

**直接插入排序**所耗费的时间有很大差异。若文件初态为正序，则每个待插入的记录只需要比较一次就能够找到合适的位置插入，故算法的时间复杂度为O(n)，这时最好的情况。若初态为反序，则第i个待插入记录需要比较i+1次才能找到合适位置插入，故时间复杂度为O(n2)，这时最坏的情况。

直接插入排序的平均时间复杂度为O(n2)。

**二分插入排序**的比较次数与待排序记录的初始状态无关，仅依赖于记录的个数。当n较大时，比直接插入排序的最大比较次数少得多。但大于直接插入排序的最小比较次数。算法的移动次数与直接插入排序算法的相同，最坏的情况为n2/2，最好的情况为n，平均移动次数为O(n2)。

**希尔排序的**时间性能优于直接插入排序，原因如下：

　　（1）当文件初态基本有序时直接插入排序所需的比较和移动次数均较少。

　　（2）当n值较小时，n和n2的差别也较小，即直接插入排序的最好时间复杂度O(n)和最坏时间复杂度0(n2)差别不大。

　　（3）在希尔排序开始时增量较大，分组较多，每组的记录数目少，故各组内直接插入较快，后来增量di逐渐缩小，分组数逐渐减少，而各组的记录数目逐渐增多，但由于已经按di-1作为距离排过序，使文件较接近于有序状态，所以新的一趟排序过程也较快。

　　因此，希尔排序在效率上较直接插人排序有较大的改进。

　　希尔排序的平均时间复杂度为O(nlogn)。

**简单选择排序**是不稳定的排序。

　　时间复杂度：T(n)=O(n2)。

**堆排序**也是一种不稳定的排序算法。

　　堆排序优于简单选择排序的原因：

　　直接选择排序中，为了从R[1..n]中选出关键字最小的记录，必须进行n-1次比较，然后在R[2..n]中选出关键字最小的记录，又需要做n-2次比较。事实上，后面的n-2次比较中，有许多比较可能在前面的n-1次比较中已经做过，但由于前一趟排序时未保留这些比较结果，所以后一趟排序时又重复执行了这些比较操作。

　　堆排序可通过树形结构保存部分比较结果，可减少比较次数。

　　堆排序的最坏[时间复杂度](http://www.cnblogs.com/view/104946.htm" \t "http://www.cnblogs.com/liuling/p/_blank)为**O(nlogn)**。堆序的平均性能较接近于最坏性能。由于建初始堆所需的比较次数较多，所以堆排序不适宜于记录数较少的文件。

**冒泡排序**是一种稳定的排序方法。

•若文件初状为正序，则一趟起泡就可完成排序，排序码的比较次数为n-1，且没有记录移动，时间复杂度是O(n)

•若文件初态为逆序，则需要n-1趟起泡，每趟进行n-i次排序码的比较，且每次比较都移动三次，比较和移动次数均达到最大值∶O(n2)

•起泡排序平均时间复杂度为O(n2)

**快速排序**是不稳定的排序。

　　快速排序的时间复杂度为O(nlogn)。

　　当n较大时使用快排比较好，当序列基本有序时用快排反而不好。

**归并排序**是稳定的排序方法。

　　归并排序的时间复杂度为O(nlogn)。

　　速度仅次于快速排序，为稳定排序算法，一般用于对总体无序，但是各子项相对有序的数列。

**基数排序**是稳定的排序算法。

　　基数排序的时间复杂度为O(d(n+r)),d为位数，r为基数。

一、稳定性:

　   稳定：冒泡排序、插入排序、归并排序和基数排序

　　不稳定：选择排序、快速排序、希尔排序、堆排序

二、平均时间复杂度

　　O(n^2):直接插入排序，简单选择排序，冒泡排序。

　　在数据规模较小时（9W内），直接插入排序，简单选择排序差不多。当数据较大时，冒泡排序算法的时间代价最高。性能为O(n^2)的算法基本上是相邻元素进行比较，基本上都是稳定的。

　　O(nlogn):快速排序，归并排序，希尔排序，堆排序。

　　其中，快排是最好的， 其次是归并和希尔，堆排序在数据量很大时效果明显。

（19）问会什么机器学习算法，那讲下SVM的原理吧   （我把SVM的公式推导了一部分，面试官就着公式问了一些问题）

（20）你简历里说用过random forest 和 GBDT ，讲一下他们的区别

（21）数据库索引用什么建的 （b+树，并不知道原理）

（22）tcp关闭连接的过程， 为什么要四次？

（23）写程序 str2Int

（24）54张牌，分成6份，每份9张牌，大小王在一起的概率（我算错了，他告诉我是 8/53）

3\* C(18,2) / C(54,2)

（25）问了操作系统的内存管理， 分页和分段的区别

（26）银行家算法原理

（27）机器学习的大概过程是什么？

（28）特征选取怎么选？ 为什么信息增益可以用来选特征？

哪个项目是跟人合作的？（在实验室的项目，和导师合作）

有没有和导师意见不同的时候，怎么做的？

简历里有个项目是作为负责人，带领低年级学生做的，讲讲怎么带的？

低年级学生不听话怎么办？ （学院的项目，我讲到学院项目给钱给的不及时，有时候会自己掏钱请他们吃饭，当做是一种激励，面试官笑了。。。。）

有没有接触过机器学习的前沿，深度学习看过paper没有？（并没有）

（29）写程序  最短编辑距离

（30）如何从很多的query中找出一个query （我开始想到hash，后来经提示我想到了前缀树）

若允许有错误，可以再怎么解决（不知道，面试官提示了布隆过滤器）

（31）问我知道倒排索引不 ? (不知道)

想考察我学习能力，所以决定教教我倒排索引 ，简单画了个图，问了相关的问题  （答得不好）

（32）很多数中找前k大数

最有成就感的事？

和计算机专业的比有什么优势，什么劣势？

给你一个整数 m(m>2),写一个函数，输出所有小于m的素数。第二个程序：就要我就要我写堆排序中构建最小堆的程序，原来的堆是最小堆，插入一个值后如何保证 它还是最小堆。

如果输入关键词“货车追尾”，怎么样能识别出“货车”其实应该是“火车”。我说可以根据上下文语义，然后根据条件概率求最有可能的结果，然后他又问我如何根据上下文语义呢？我就噼里啪啦的讲的一大堆，可能比较乱，后来仔细一想其实很简单，就是多音字识别问题，和词义消歧问题差不多。  
 后来他问了我一些HMM和语言模型的联系

对于数组A[]中的每个A[i]求A[0~i-1]中比A[i]小且距离A[i]位置最近的数，如果没有则为-1，要求时间 复杂度为O(n)

判断两颗二叉树是否相等。我问有什么要求没？他说没有。我就开始写了。我的第一个思路是：如果两颗树前序 遍历和中序遍历结果都一样，那么这两棵树肯定是一样的，我就很快把程序写了。他说你这样是可以的，但能不能只遍历一次？我说我想想吧。我想了一下说，其实 可以很简单，如果这两棵树的数据结构定义成数组形式，那么只要这两个数组的每个元素相等就可以了啊。他说这种情况只能针对完全二叉树吧？我说如果不是完全 二叉树只要把原先的两颗二叉树变成完全二叉树不就行了吗，缺失的结点就是空元素嘛？虽然有点浪费空间，但也是可行的吧。然后我加了一句，当然还可以用层次 遍历啊，只要层次遍历的结果一样那么这两棵树肯定是一样的。不过层次遍历可能有点复杂，

实现strcopy(char \* dst, char \* csr, int len)要求考虑各种情况。写这个程序其实还好，只要考虑到一些特殊情况就行了。比如：是不是空指针，内存重叠等情况。

char \* strcpy(char \*dst,const char \*src)//源字符串参数用const修饰，防止修改源字符串。

{

assert(dst != NULL && src != NULL);//检查指针的有效性时使用assert

char \*ret = dst;//保存原始的strDest值

my\_memcpy(dst, src, strlen(src)+1);

return ret;

}

char \*my\_memcpy(char \*dst, const char\* src, int cnt)

{

assert(dst != NULL && src != NULL);

char \*ret = dst;

if (dst >= src && dst <= src+cnt-1) //内存重叠，从高地址开始复制

{

dst = dst+cnt-1;

src = src+cnt-1;

while (cnt--)

\*dst-- = \*src--;

}

else //正常情况，从低地址开始复制

{

while (cnt--)

\*dst++ = \*src++;

}

return ret;

}

百度中输入关键字，我们可能点击某个页面，或者点击下一页，我们可以将这些点击操作记录在日志文件 中，问如何通过这些日志文件分析两个关键字的行为相识度。我的回答是这样的：每个关键字对应一个url列表，例如关键字1对应list1(n个 url) ，关键字2对应list2(m个url)，计算对url进行结构分析，再计算list1中每个url与list2中url的相似度，求和在求平 均。

### 1、给你一个数组，设计一个既高效又公平的方法随机打乱这个数组（此题和洗牌[算法](http://www.xuebuyuan.com/category/%E7%AE%97%E6%B3%95" \o "算法" \t "http://www.xuebuyuan.com/_blank)的思想一致）

方法比较简单，基本思想是每次随机取一个数，然后把它交换到最后的位置。然后对前（n-1）个数使用递归的算法。

递归实现：

1. **void** suffle\_dfs(**int** ar[], **int** n)
2. {
3. **if**(n<=1)**return**;
4. swap(ar[n-1], ar[rand()%n]);
5. shuffle\_dfs(ar,n-1);
6. }

非递归实现：

1. void suffle(int ar[], int n)
2. {
3. while(n**>**1){
4. swap(ar[n-1], ar[rand()%n]);
5. n--;
6. }
7. }

所谓洗牌算法，就是给你一个1到n的序列，让你随机打乱，保证每个数出现在任意一个位置的概率相同，也就是说在n!个的排列中，每一个排列出现的概率相同。

我们考虑，当一个数被选之后，我们是没有必要在下一次随机的时候再考虑它的，因此，我们每次只从可选的数的集合中进行随机，也就不用考虑是否会碰到已经选过的数了，这样子直接将算法的复杂度降了一个数量级。

1. **void** MySwap(**int** &x, **int** &y)
2. {
3. **int** temp = x;
4. x = y;
5. y = temp;
6. }
8. **void** Shuffle(**int** n)
9. {
10. **for**(**int** i=n-1; i>=1; i--)
11. {
12. MySwap(num[i], num[rand()%(i+1)]);
13. }
14. }

 参照上面的代码，我们可以看到，我们每次都是随机的从没有选的数中选择一个，该洗牌算法的时间复杂度为O(n)，空间复杂度为O(0)。

.一百个灯泡排成一排，第一轮将所有灯泡打开；第二轮每隔一个灯泡关掉一个。即排在偶数的灯泡被关掉，第三轮每隔两个灯泡，将开着的灯泡关掉，关掉的灯泡打开。依次类推，第100轮结束的时候，还有几盏灯泡亮着。

思路：   
  
1．对于每盏灯，拉动的次数是奇数时，灯就是亮着的，拉动的次数是偶数时，灯就是关着的。   
2．每盏灯拉动的次数与它的编号所含约数的个数有关，它的编号有几个约数，这盏灯就被拉动几次。   
3．1—100这100个数中有哪几个数，约数的个数是奇数。   
  
**我们知道：一个数的约数都是成对出现的，只有完全平方数约数的个数才是奇数个。**

**def Light**(n):  
 bulk = [0]\*101;  
 **for** i **in** range(1,101):  
 j=0  
 **while**(j<101):  
 **if**(bulk[j]==0):  
 bulk[j] = 1  
 **else**:  
 bulk[j] = 0  
 j+=i  
 **for** k **in** range(101):  
 **if**(bulk[k]==1):  
 **print**(k)

所以这100盏灯中有10盏灯是亮着的，它们的编号分别是：1、4、9、16、25、36、49、64、81、100

2:公司组织一次羽毛球比赛，采用淘汰机制，假设公司有1001个人，如果要评出“公司羽毛球第一高手”的称号，至少需要进行多少场比赛？请简述设计过程，并写出代码模拟比赛过程。

int f500(int n)  
{  
 int N=0;  
 int temp;  
 while(n >1)  
 {  
  n=n/2+n%2;  
  N+=n;  
 }  
 return N;  
   
}

void main()  
{  
 cout<<f500(100)<<endl;  
   
}

1.求两个有序数组A和B的中位数，m、n为两个数组的长度，时间复杂度为O(log(m+n))

比较A[m/2] 和 B[n/2]大小，处理不同的比较结果

2）x-y坐标系中有一些点，估计这些点中的两两的最大长度

先求所有点的中心（横坐标为所有点横坐标的均值，纵坐标为所有点纵坐标的均值），求样本点到中心的最大距离d，那么2d为估计的两两点的最大距离，误差为d/2